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ABSTRACT

Many real world applications in computer and multimedia such as augmented reality and environmental imaging
require an elastic accurate contour around a tracked object. In the first part of the paper we introduce a
novel tracking algorithm that combines a motion estimation technique with the Bayesian Importance Sampling
framework. We use Adaptive Block Matching (ABM) as the motion estimation technique. We construct the
proposal density from the estimated motion vector. The resulting algorithm requires a small number of particles
for efficient tracking. The tracking is adaptive to different categories of motion even with a poor a priori
knowledge of the system dynamics. Particulary off-line learning is not needed. A parametric representation of
the object is used for tracking purposes. In the second part of the paper, we refine the tracking output from
a parametric sample to an elastic contour around the object. We use a 1D active contour model based on a
dynamic programming scheme to refine the output of the tracker. To improve the convergence of the active
contour, we perform the optimization over a set of randomly perturbed initial conditions. Our experiments are
applied to head tracking. We report promising tracking results in complex environments.
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1. INTRODUCTION

Many real world applications require accurate people tracking. The traditional applications include video surveil-
lance,1 autonomous vehicle navigation,2 human computer interfaces, robot localization, etc. Recent advances
in computer, multimedia and communication technologies have created opportunities in new applications such as
environmental imaging,3 wireless communication4 and virtual reality.5 These emerging new applications pose
new challenges and create an increasing need for developing more efficient and accurate tracking techniques.

Recently Bayesian filtering framework has become very popular for object tracking. It provides a recursive
formulation of the posterior probability density function in dynamical systems. Analytical solutions for the
optimal Bayesian filtering problem are known only for special cases including the linear and gaussian case
(Kalman filter6). Particle filters provide a general framework for estimating the probability density function of
general non-linear and non-Gaussian systems. They are based on a Monte Carlo approach, where the density
is represented by a set of random samples. Samples can be drawn from any distribution called the proposal
density or the importance function, but sample weights should be properly adjusted so that the sample set
fairly approximates the posterior density. Theoretically, if the number of samples is sufficiently large, the sample
approximation of the posterior density can be made arbitrarily accurate.7 In practice, the samples have to be
properly placed and weighted to get a fair approximation of the posterior distribution. The pioneering work
of CONDENSATION8 uses the state transition prior as its proposal distribution. Because the state transition
does not take into account the most recent observations, the particles drawn from transition prior may have
very low likelihood, and their contributions to the posterior estimation become negligible. Various improvements
and extensions have been proposed for visual tracking,9 ,10 .11 To design better proposal distributions, the
ICONDENSATION algorithm9 uses a color tracker to generate the samples. This increases the sample set
efficiency since it focuses the samples around the detected color blobs. However, this choice is ineffective in
real world videos. The background clutter might have similar color properties as the object. Changing lighting
conditions and/or object appearance causes the tracker to loose the object. In11 an annealed Particle Filter
has been proposed. It is based on probabilistic pruning and it focuses its particles around the global peaks of



the weighting function. This method reduces the number of particles needed. But it is not a robust Bayesian
framework anymore. By discarding inferior peaks, it may loose the true state.

In the first part of the paper, we propose to use a motion-based proposal. Many advantages arise from this
choice. The algorithm is adaptive to different categories of motion. Particularly, it is able to handle unexpected
motion that cannot be captured by the dynamic model. Offline-learning procedures are then no more required.
For shape constraints during tracking, a parametric representation of the object is used. In the second part of
the paper, we refine the tracking output for applications that require a non-parametric (elastic) contour around
the object. Active contours have been extensively used for contour extraction,12 ,13,14.15 However, the active
contour model suffers from its dependency on its internal parameters and initial condition. Many solutions
have been proposed to make the active contour robust to its parameters,16 .17 We find that performing the
optimization over different properly sampled initial conditions, gives good results to the post-tracking refinement
problem.

The rest of the paper is organized as follows. In Section 2, we review the particle filtering framework and
introduce the motion-based particle filter. In Section 3, we motivate the refinement problem, and propose a
randomly perturbed active contour model for post-tracking contour refinement. In Section 4, we apply our
proposed algorithm to head tracking on challenging real-world video sequences and report promising results.
Concluding remarks and future work are given in Section 5.

2. A MOTION-BASED PARTICLE FILTER

In the pioneering work of CONDENSATION,8 factored-sampling was used to formulate the Particle filter
framework. Even though easy to follow, it obscures the role of proposal distributions. In this section, we present
a new formulation of Particle filtering theory that is centered around proposal distributions. Then we show how
to construct the motion- based proposal distribution. Finally, we summarize the complete algorithm.

2.1. Bayesian Sequential Importance Sampling

In Bayesian Sequential Estimation, a Markovian discrete-time state space model is assumed. Let Xk represent
the target characteristics at discrete time k (position, velocity, shape, etc). The state space model is described
by a state transition and measurement equations:

Xk = fk(Xk−1, vk)
Zk = hk(Xk, wk), (1)

where fk : <nx −→ <nx and hk : <nx −→ <nz are possible non-linear functions. vk and wk are white noise
sequences independent of past and current states. The statistics of both the noise are assumed to be known.
Denote all past observations up to time k by Z1:k = {z0, ...zk}. Assuming conditional independence of the
observations given the states, the propagation rule is given by8

p(Xk|Z1:k) ∝ p(Zk|Xk)p(Xk|Z1:k−1), (2)

where
p(Xk|Z1:k−1) =

∫

Xk−1

p(Xk|Xk−1)p(Xk−1|Z1:k−1). (3)

The above propagation rule recursively computes the posterior at time k given the posterior at time k−1. When
the functions fk and hk are linear and the noise is gaussian, Kalman filter provides an analytical closed form
solution to (2) and (3). However, for real world applications, the clutter introduces multiple observations and a
multi-model density is then necessary to model the observation density.

A non-parametric way to represent a distribution is to use discrete samples from the distribution. Unfortu-
nately it is impossible to sample from the posterior, p(Xk|Z1:k), since it is the density that we want to estimate.
Instead, a set of samples {X(n), n = 1, · · · , N} can be drawn from another distribution, q, but sample weights



should be properly adjusted. This is the basic idea of the importance sampling technique, which is a powerful
tool in statistics.18 The weights ω(n) are given by19

π(n) =
p(X(n))
q(X(n))

, (4)

where p represents the posterior density evaluated at sample Xn. Hence the problem of estimating the posterior
is converted into an easy weighting problem from any proposal density q. The posterior p is then approximated
by the discrete distribution supported on the X(n) with weights π(n)

p̂ =
N∑

n=1

π(n)δX(n)(dX). (5)

The approximation in (5) converges in distribution when the number of particles ∗N goes to infinity.7 Practically,
we cannot have an infinite number of samples and hence the choice of the proposal density is crucial to the
accuracy of the estimation.

Going back to the notations formulated for the tracking problem stated in equations (2) and (3), the un-
normalized weights are given by9

ω
(n)
k =

∑N
j=1 ω

(j)
k−1p(X(n)

k |X(j)
k−1)

q(X(n)
k )

p(Zk|X(n)
k ), (6)

where the subscript k denotes the time index and the superscript n denotes the sample index. The normalized
weights or importance weights are given by

π(n) =
ω(n)

∑N
j=1 ω(j)

. (7)

Given a discrete approximation to the posterior distribution, one can then proceed to filtered point estimate
such as the mean of the state

X̂k =
N∑

i=1

π
(i)
k X

(i)
k . (8)

In theory, there are infinite number of choices of the importance function q, as long as its support includes that
of the posterior distribution. But of course when q is close to the true posterior, the particles are more effective.
The idea is then to put more particles in areas where posterior may have higher density to avoid useless particles
that lead to more expensive computation.

2.2. A motion based Importance function

We generate the importance function based on motion cues. Several advantages emerge of this choice of impor-
tance function. First,we economize on processing time by searching only the state space around the estimated
position. Second, the tracker is adaptive to all kinds of motion even with a poor a priori knowledge of the ob-
ject’s dynamics. The online motion estimation of the object does not make any assumption about the underlying
motion of the object. Particulary it can be viewed as a general case of mixture model CONDENSATION and
switching state space models technique,20 .21 Any motion estimation technique can actually be used in this
algorithm. We choose Adaptive Block Matching because of its simplicity in implementation. We briefly review
the Adaptive Block Matching technique.22

∗We will be using interchangeably particles and samples to denote draws from a distribution.



2.3. Adaptive Block Matching

Assume an estimate of the object at time k − 1 is computed, i.e., X̂k−1 is known. To compute the motion at
time k, divide frame k − 1 into 16 × 16 blocks. The blocks that are completely lying inside X̂k−1 are labelled
seed blocks. The blocks that are at the boundary X̂k−1-background are labelled uncertain blocks. Uncertain
blocks are further divided into seed and uncertain blocks. The procedure is carried till a fixed size block (4× 4)
is reached. Only the motion of the seed blocks is computed. We use extensive search in window to estimate
the motion vector of each block. The window in frame k is centered around the position given by the previous
estimate, i.e., X̂k−1. The size of the window determines then the maximum motion allowed. We use a 32 × 32
size window. The matching criterion is the absolute sum of the intensity differences.

The ABM output is a mask of the object (union of rectangular blocks) at time k. The human head is very well
modelled by a parametric ellipse.23 This domain knowledge helps avoid erroneous shape evolvement therefore
greatly improving the tracking results. We use a parametric ellipse to represent the state vector of the head:

X = [xc, yc, b, φ]T , (9)

where (xc, yc) is the center of the ellipse, b is the major axis of the ellipse, and φ is the orientation of the ellipse
in radians. The ratio of the major and minor axis of the ellipse is held constant equal to its value computed in
the first frame. This is a very reasonable assumption that allows us to reduce the dimensionality of the state
vector by 1. We use a Least Mean Square (LMS) technique to fit the ellipse to the mask output of the ABM. The
motion vector that interests us is then given by the difference between the position of the center of the newly
fitted ellipse and the position of the center of the previous mean state ellipse.

∆Xk = [xc(k)− xc(k − 1), yc(k)− yc(k − 1), 0, 0], (10)

where (xc(k), yc(k)) is the center at time index k.
We then have the following sampling scheme

X
(n)
k = X

(n)
k−1 + ∆Xk + v

(n)
k , (11)

and
vk ∼ N(0,ΣG). (12)

Each sample is then translated in the (x-y) direction by the amount estimated by the ABM and diffused in
the four coordinates according to a zero-mean white gaussian noise. The importance function is then a sum of
Gaussian

q(Xk|Xk−1, Zk) ≡
N∑

i=1

NXk
(X(i)

k−1 + ∆Xk,ΣG), (13)

where we made use of the following notation that we will be also using for the rest of this paper

NX(µ, Σ) ≡ 1
2π|Σ|exp(−(X − µ)T Σ−1(X − µ)). (14)

In addition to the importance function evaluation, we also need to calculate the particle likelihood p(Zk|Xk) and
transition probability p(Xk|Xk−1). We discuss these two terms in the following subsections.

2.4. Calculating the likelihood

We use both face color characteristics and edge detection cues for particle weighting. Let ν
(n)
edge and ν

(n)
color denote

the likelihood based on edge detection and color respectively of the nth sample. Assuming that both observations
are independent, the total weight of the sample is given by the product of both color and edge-based weights

ν
(n)
total = p(Zk|X(n)

k ) = ν
(n)
edgeν

(n)
color. (15)



2.4.1. Gradient Module

We use the model developed in.8 The observations are collected on normal lines to the contour. Let Zk,ϕ denote
the edge detection observations on line ϕ at time k; Zk,ϕ = {Z1, Z2, ..., ZI}. At most one of the I edges is the
true contour point. Let p0 be the prior probability that none of the I edges is the true contour edge. With
the assumption that the clutter is a Poisson process along the line with spatial density γ and the true target
measurement is normally distributed with standard deviation σz, we obtain the edge likelihood model as follows:

p(Zk,ϕ|λϕ) ∝ 1√
2πσzp0γ

exp(− (minj(Zj − λϕ))2

2σ2
z

), (16)

where λϕ represents the pixel along the normal line ϕ belonging to the sample ellipse.
By assuming independence between the different L normal lines, we have the following overall likelihood function
for sample n

ν
(n)
edge =

L∏
ϕ=1

p(Zk,ϕ|λϕ) (17)

2.4.2. Color Module

We use the color model proposed in.24 The color histogram is a simple and well suited system for capturing the
multimodal patterns of head color. Let qk = {qu

k}u=1,...,m denote the particle histogram and pk = {pu
k}u=1,...,m

the model histogram at time k. A popular measure between two distributions p and q is the Bhattacharyya
coefficient

ρ[p, q] =
m∑

u=1

√
p(u)q(u)du. (18)

The larger ρ is the more similar the two distributions are. As a distance between two distributions, we define
the measure

d =
√

1− ρ[p, q]. (19)

Small distances correspond to large weights

ν
(n)
color =

1√
2πσc

e
− d2

2σ2
c , (20)

that are specified by a gaussian with variance σc.

2.5. System Dynamics

We adopt a simple 1st order auto-regressive (AR1) process for the system dynamics.

Xk = AXk−1 + Bwk, (21)

where wk is a zero-mean, white gaussian noise

wk ∼ N(0, ΣP ). (22)

A and B are matrices representing the deterministic and stochastic components of the prediction model.
Using equation (21) we have the transition probability

p(Xk = X
(n)
k |Xk−1 = X

(i)
k−1) ≡ N

X
(n)
k

(X(i)
k−1,ΣP ). (23)

Without loss of generality, we can set in equation (21) B = I and for simplicity we assume A = I so that we end
up with a random walk model. We use on purpose this very simple transition model for different video sequences
presenting different types of motion to show that even with a poor prior knowledge of the object’s dynamics,
our proposed tracking algorithm is still accurate because we are sampling from the proposal density q defined in
equation (13) and not from the prior



2.6. The complete algorithm

The motion-based Particle filter algorithm is summarized as follows:

1. ABM Computation
From the previously estimated mean state vector X̂k−1, run the Adaptive Block Matching module. Com-
pute the motion vector ∆Xk. Before drawing the new sample set, resample.

2. Resampling step
In Importance Sampling framework, the variance of the weights increases over time. This is known as
the degeneracy problem. To limit the degeneracy of the algorithm, we resample from the old sample set
{X(i)

k−1, π
(i)
k−1, i = 1, · · · , N} choosing a sample according to its probability. For more literature on the

degeneracy problem, refer to,7 .25

3. Importance Sampling
Use the sampling scheme in equation (11) to draw N samples at time k.

4. Weighting
Weight the samples according to equation (6). Normalize the weights so that they sum up to 1.

5. Output The estimated state vector at time k is then given by the weighted average of all the particles at
time k.

3. REFINEMENT PROCESS

3.1. Motivation

The ellipse can be a very satisfactory representation of the head if the application targeted is video surveillance
for example. However, if we are targeting applications such as interactive imaging, where we need to extract
the person’s head and superimpose it on a different background, or virtual reality environments, where we
need to set up conference calls around an imaginary conference table, then the ellipse is no more a satisfactory
shape. We actually need an elastic contour around the person’s head. Active contours or snakes have been
proven to be a promising approach in contour extraction. First proposed by Kass et al.,12 they take an initial
estimate of the object and refine this estimate using an optimization procedure. The final extracted contour is
highly dependent on the position and shape of the initial contour as a consequence of many local minima in
the energy function,16 .17 To improve the convergence of the active contour to the desired object, we perform
the optimization procedure using different properly sampled initial conditions. To enable dynamic programming
scheme, we adopt the causal model proposed by Rui and al. in.26

3.2. Energy minimization

We adopt the same contour measurement in section 2.4.1. Only observations along the normal lines of the
contour are detected. Let φ, φ = 1, · · · , L, be the index of normal lines and λφ, λφ = −N, · · · , N , be the index of
pixels along the normal line φ. I(λφ), IR(λφ), IG(λφ), IB(λφ) are respectively the image intensity and the RGB
values at pixel index λφ. The 2D contour is then represented by the set of its L normal lines .

3.2.1. External Energy terms

The external forces make the contour move towards the image features such as edges. We therefore choose
intensity and color gradients as the external energy terms.

Eext(λφ) = −{|I(λφ + 1)− I(λφ)|2 + |IR(λφ + 1)− IR(λφ)|2+
|IG(λφ + 1)− IG(λφ)|2 + |IB(λφ + 1)− IB(λφ)|2}. (24)



3.2.2. Internal Energy terms

The internal energy terms impose smoothness on the contour. In the traditional active contour model, the
roughness is defined as the first derivative of the contour. However this is a non causal definition that leads to
an iterative procedure for solving for the minimum. A slight modification to the smoothness definition leads to
a causal representation26

Eint(λφ, λφ−1) = |λφ − λφ−1|2. (25)

3.2.3. Shape Energy term

Taking into account a shape information will avoid the snake to lock onto unwanted background features despite
of the smoothness energy terms. Assuming that the initial contour is accurate enough around the head, we can
define the shape energy term as

Eshape(λφ) =
λ2

φ

σ2
s

, (26)

where σs specifies how accurate is the initial contour.

3.2.4. Solving the optimization problem using dynamic programming

The total energy is then

Etotal(c(φ)) =
L∑

φ=1

αeEext(c(φ)) + αiEint(c(φ), c(φ− 1)) + αsEshape(c(φ)). (27)

The different weights αe, αi and αs balance the different energy terms. We want to minimize the total energy.
Following a dynamic programming procedure, the causal definition of all the energy terms allows us to propagate
the energy from one pixel in a normal line to another in the next normal line in the following manner

Etotal(λφ) = minλφ−1{Etotal(λφ−1) + αiEint(λφ, λφ−1}+
αeEext(λφ) + αsEshape(λφ). (28)

We record the best previous state from state λφ

ζ(λφ) = argmin
λφ−1

{Etotal(λφ−1) + αiEint(λφ, λφ−1}. (29)

When the energy is propagated to the L normal lines, the optimal state sequence is obtained by backtracking
the sequence ζ. The computational cost of this dynamic programming procedure is (2N + 1)2L.

3.2.5. Randomly perturbed Active contour model

To improve the performance of the active contour, we propose to perform the optimization procedure using
properly sampled initial conditions.

3.2.6. Algorithm

1. Given the estimated ellipse X̂k (output of the tracker), we draw samples that are normally distributed with
mean X̂k

Y
(n)
k = X̂k + u

(n)
k , n = 1, · · · ,M (30)

where u
(n)
k is a zero-mean, normally distributed white noise and M is the total number of initial conditions.

2. Do dynamic programming for each sample Y
(n)
k . Compute the total energy of each output contour.

3. The optimal contour is the one that corresponds to the minimum total energy.



4. EXPERIMENTS

Our experiments are applied to head tracking. We use challenging video sequences with more than 400 frames in
cluttered environments. We simulate various tracking conditions, including camera zoom in and out, appearance
changes, fast and erratic movements, out-of-plane head rotation.

The motion-based particle filter enables us to deal with severe distractions. 50 particles are propagated
during the tracking. All the parameters of the ellipse are allowed to change. We compare our algorithm with
the CONDENSATION filter. Figures 3 and 4 show that the CONDENSATION filter fails to catch up with the
object’s fast and erratic movements.

For the refinement process, we use 20 normal lines along the ellipse contour.i.e; L = 20. Each line is 21 pixels
long, i.e; N = 10; and M = 10 samples for the initial contours of the refinement process. In order to show the
robustness of the perturbed active contour model, we use a video where we provided a deviated initial contour
to the tracker. The traditional active contour model is easily distracted by unwanted background features. The
Randomly Perturbed active contour outputs an elastic curve that perfectly fits the head outlines for all the
frames of the video.

(a) (b) (c) (d) (e)

Figure 1. Motion-Based Particle Filter (a) Estimate of the tracker at frame k − 1 (b) Mask output of the ABM
module (c) An ellipse is fitted to the mask using LMS criterion (d) samples are drawn with mean the previously fitted
ellipse and fixed variances. Notice that the four parameters of the ellipse are allowed to change (e) Output of the tracker
at frame k.

5. CONCLUSION AND FUTURE WORK

In this paper we have presented a motion-based particle filter for head tracking followed by 1D causal active con-
tour model for post-tracking refinement. We showed that our algorithm can handle any motion, and particulary
fast and erratic motion, with very few samples. The framework we propose can be generalized with any motion
estimation technique. Post-tracking refinement process is important for applications that require a pixel-based
accurate elastic contour delineating a tracked object. A 1D causal active contour model enables a dynamic
programming scheme and finds the best local contour in 1 iteration. To improve the performance of the active
contour in a video sequence, we perform the optimization over different properly sampled initial conditions. This
simple optimization technique turns out to be very efficient for post-tracking contour refinement.

Handling zooming

Figure 2. Motion-Based Particle Filter handles camera zoom because the minor axis of the ellipse is part of the state
space representation of the head and it is allowed to vary.



Figure 3. Motion-based Particle filter handles simultaneously fast motion and out-of-plane rotation of the
head.

(a) Motion-based Particle filter

(b) CONDENSATION filter

Figure 4. Tracking a sudden movement. The person in this video walks slowly and then suddenly bends. The
CONDENSATION filter is unable to catch up with the person’s erratic movements. Motion-Based Particle Filter however
successfully tracks the person’s head.

Further research would incorporate the refinement results back into the tracking module for even more accurate
and efficient tracking results.
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